
Spatial Machine 
Learning
Source: https://geographicdata.science/book/notebooks/10_clustering_and_regionalization.html



Let’s consider Spatial Inequality

• The baseline: Global inequality, i.e., ignoring the location

The long tail 
distribution indicating 
that the rich are much 
wealthier than the poor

Distribution of the per capita income of each county in the US



Ecological Fallacy
individual conclusions are drawn from 

geographical aggregates

For example, Just because a county has a high average income doesn’t mean everyone in the county is wealthy



Spatial Visualization

Quantile map for county incomes in the US



20:20 ratio

• Top 20/Bottom 20 incomes



Gini index
• Gini coefficient = Area 

between perfect equality and 

the Lorenz curve

• More area = higher inequality



Theil’s T

• Checking income disparity 
amongst m regions

• 0 if all y_i are equal
• Higher otherwise



Spatial inequality 
autocorrelation
• Implications: 

• per capita incomes are now less similar 

between nearby counties and 

• this has been consistently declining, 

regardless of whether inequality is high or low.

• there is a strong geographic structure in the 

distribution of regional incomes that needs to 

be accounted for when focusing on inequality 

questions. (indicated by the p-value)



Regionalisation: Decompose inequality indices

Further subdivide regions into groups 
and measure
- Between groups
- Within regions



Group-wise theil index



Spatializing measures

• While regionalization (“Place-based” thinking) gives additional insights, it’s still not 

“Spatial” first.

• Swapping all groups within the region still yields the same results

• A spatial first analysis includes notions of distance/proximity to study area



Spatial GINI

• Area under the Lorenz curve is

• Decomposition by neighbors

• Spatial Gini

Spatial Gini



Spatial Gini and Moran’s I

Clusterization of incomes decreased and therefore near diffs increased over the years



Other 
measures

Analysis of the distribution’s 
location (mean) and shape 
(modes, kurtosis, skewness) as 
well as dispersion

movements of individual regions 
within the distribution over time, 
or what is referred to as spatial 
income mobility



CLUSTERING AND 
REGIONALIZATION



Clustering
• A representation for similar profiles into a group

• Ref: Third law of geography

• Regionalization

• Clusters with geographical consistency

• Clustering algorithms with spatial constraints

• Connectivity constraints

• Contiguity/Proximity constraints



Geodemographic clustering

• Clustering of spatially referenced demographic data

• K-means 

• Ward’s hierarchical method

• Additional insights into spatial structure of multivariate statistical relationships that 

traditional clustering doesn’t provide



Example dataset: San Diego Tracts

Feature-wise Quantile Choropleths

Note different type of trends in different 
variables



Clustering 
effect within 
variables



Bivariate 
relationships

• Diagonal – Density functions
• Skewed data

• Positive – median_house_value, 
pct_bachelor

• Negative – pct_white, pct_hh_female
• Off-diagonals

• median_age vs. median_house_value,
median_house_value vs. median_no_rooms

• median_house_value vs. pct_rented,
median_no_rooms vs. pct_rented, 
and median_age vs. pct_rented

• Consistently weak – tt_work



Reminder

• “Standardize” data before clustering

robust minmax



Aspatial K-means

Reminder of how k-means works

Source: https://ml-explained.com/blog/kmeans-explained

Cluster assignment 
without spatial awareness



Limitations of aspatial cluster visualization

• Bigger areas get undue 

prominence

• Cluster sizes are hidden

• Let’s do some statistical 

analysis

• Find meaning of clusters

Check 
cluster sizes

Is area 
unduely 
significant?

Cluster 1 does 
seem to happen 
over a large area



Let’s build profiles
Observations:
• Cluster 3:

• Highest average house value with 
highest inequality

• Cluster 0:
• Younger population with fewer rooms



Hierarchical 
Clustering
1. begin with everyone as part of its own 

cluster;

2. find the two closest observations based on a 

distance metric (e.g., Euclidean);

3. join them into a new cluster;

4. repeat steps (2) and (3) until reaching the 

degree of aggregation desired.



Let’s add spatial constraints

Spatial Clustering



A different weight matrix

4 nearest neighbors



SPATIAL 
REGRESSION



Why care?

• Spatial considerations in real-life phenomenon

• House prices

• Health Concerns

• Noise/Water Pollution

• How does spatial regression help?

• Exploit the information that ‘spatial error may be higher in some regions than others’



Spatial Regression

• We begin with a standard linear regression model, devoid of any geographical reference. 

• From there, we formalize space and spatial relationships in three main ways: 

• first, encoding it in exogenous variables; 

• second, through spatial heterogeneity, or as systematic variation of outcomes across space; 

• third, as dependence, or through the effect associated to the characteristics of spatial neighbors.



AirBnB Property Prices

Vanilla regression



Going spatial



Are some 
neighborhoods 
preferred to 
others?



Higher error residuals?



Clustering in residuals



Let’s insert space as a feature

Spoiler: It doesn’t help!

Output error is still clustered



Spatial fixed effect

Intercept now varies by region -> different lines per region

An alpha per neighborhood



Plotting fixed effect per 
neighborhood

Cheapest areas are inland while coastal 
airbnbs are pricey



Allowing variation in weights

Chow test
• Statistical significance of variation across regimes



Spatial regimes vs Spatial dependence

• The variables themselves were not 

modified in regimes

• But, perhaps the variables need to 

consider the surroundings for a better 

model?

• Spatial dependence

• Captures the effect of spatial 

configuration

Common mechanisms of capturing spatial 
dependence
• Instead of just variables, give their spatial 

lag as an input feature as well

• Helps model spillovers
• Different types of spatial weights 

provide nuance of different weighing 
mechanisms



Spatial dependence

• Introducing spatial dependence is essentially feature engineering

• Spatial Lag

• Spatial Error

• Generalized Additive/Linear Models

• Graph convolutions



SPATIAL 
FEATURE 
ENGINEERING



Map Matching and Synthesis

• Matching

• Collating various datasets for a region

• Synthesis

• Use of geographical structure to derive new features from existing data



Spatial summary features

• Average/median of features within a neighborhood

• Spatial lag

• Count/Std deviation of observations within a radius

• Proximity features

• For example, distance to Balboa Park



Feature Engineering using 
map matching
• There’s always a common key! 

• Lat, Long

• But data can be heterogeneous

• Counting features

• How many bars/restaurants are in the 

area?

• Within a leisurely 10 min walk?

Blue – AirBnb, Red – 
Bars/Restaurants (data from osm) Count heatmap



Additional data - elevation

Digital Elevation 
Raster



What if you don’t really have a surface to 
sample from? But you have points nearby
• Spatial interpolation

• Kriging/Geostatistics

• Based on Gaussian Process Regression theory 

• Geographically weighted regression



Interpolation: Two 
bedrooms



Polygon to point transfer:
How crowded are these areas?
• Census data – population densities

• Polygon to point transfer

• Point is assigned the density using a spatial join with the polygons



Area to area interpolation

• Dasymetric mapping

• Proportional assignment in areas of 

boundary overlap

• Interpolation for missing values

Note that even 
point data 
interpolation is 
performed



Map Synthesis features

• Refer only to the data in hand – Airbnb locations

• Features

• Summary

• Regionalization



Spatial summary features

• Counting



Spatial summary contd

• Distance buffers within the table



Spatial summary 
contd
• Cross tab

• Ring buffers

• > 500m but < 1 km distance, for example



Regionalization features

• Clustering as a feature



Most 
importantly
Make your own features
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