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Capturing neighborhoods

• Spatial statistics between geographic 
tables
• Often requires expensive 

computation, e.g. what’s nearby?
• Brute force = Pairwise 

distance calculation
• Spatial weight matrices capture 

“topology” so that computation 
is cheaper



PySAL components





Examples

Economic activity for shops nearby Terrain variability from a central point



The second law of 
geography

the phenomenon external to a 
geographic area of interest affects what 
goes on inside.



Third Law of 
Geography



How to 
weigh your 
neighbors?

Continuity/Adjacency 
relations

Distance based 
relations

Hybrid weights



Continuity 
weights



Rook 
Neighbors



Queen Contiguity

• Neighbors share an edge or a vertex
• Diagonal movement is allowed

• Allows for a more flexible 
definition of neighborhood
• Useful for modeling more ‘free’ 

phenomenon, e.g., trade, ecology, 
etc.



A note on islands

• Islands can create a problem in spatial statistics algorithms. It is 
thus preferred to add a single neighbor at least for further analysis.
• Can be added by using sets (covered later) or
• Can be added through manual editing of contiguity dictionary



Distance 
based relations



Define neighbors through 
a distance threshold

• Take all neighbors within a threshold 
distance
• For example, blinkit deliveries

• Or just a few nearest neighbors, 
• E.g. kNN neighbors
• Uses inter-centroid distances

• Shall we just use kernels?
• Shape, e.g., gaussian, triangular, 
• Bandwidth, e.g., 500m. After this 

the weights are decayed.



Different kernel functions



Summary



Hybrid



Hybrid weights

• Decaying distance within a threshold
• w_bdb = weights.distance.DistanceBand.from_dataframe( gdf, 1.5, 

binary=True )
• DistanceBand uses inverse distance relationship



Incorporating earth’s curvature



Block Weights



Block weights

• Use a list as proxy for near-ness, e.g., all sectors with a waste 
treatment plant



Combining block and distance?

• Define neighbors as all schools in a ward within a distance of 2 km
• Use Sets

• Sets allow you to do set operations - union, intersection, etc. of neighbors from 
different weight matrices



In Research
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Example use cases 
What do we do with neighbors?



Data variation in neighbors



Comparison against random distribution of 
incomes



Finding the outliers: 
Extreme differences

• Potentially useful for flagging anomalies, inequities, 
artificially inflated prices or agents of artificial change 
(e.g., increase pollution levels, etc.)



Data exploration through 
Choropleths



The steps

IDENTIFY NUMBER OF 
GROUPS

FIND A CLASSIFICATION 
METHOD

SELECT A COLOR 
SCHEME



Classifying data

Observe left skew in data

Equal interval classification

Quantiles

Using mean and std deviation, K sigma boundaries

Ensure class separation



Choosing a color

• Sequential
• Diverging
• Qualitative

Sequential

Diverging

Qualitative



A recent choropleth



Global spatial 
autocorrelation



Spatial lag

Quantile plot of the 
Brexit vote

Output at every shape 
(weighed sum of 
neighbors)

Wants to stay but 
neighbors want to leave

Uniform to all its 
neighbors

The blurring effect 
of running an 
averaging kernel



Join counts

Binarized decisions

Count number of GY, GG, YY joins

Find statistical significance through generated 
random sequences



Moran’s Plot
Analyzing how related is a variable to its spatial 
lag through a scatter plot

Moran’s I. z is the standardized variable and 
w is the weights

Indicates that spatial correlation is high. 
Low values are around other low values and 
vice versa. Moran’s I is the slope of this line.



Check for statistical significance

Results from esda simulation



Example 1: Disease 
Outbreaks

• Scenario: A public health researcher is studying the spread of 
dengue fever in a city.

• Application: The researcher calculates Moran’s I to see if 
dengue cases are clustered, randomly distributed, or 
dispersed.

• Interpretation:
• If Moran’s I is significantly positive, dengue cases are 
spatially clustered, possibly due to localized mosquito 
breeding grounds.
• If Moran’s I is near zero, the distribution of cases 
resembles a random pattern.
• If Moran’s I is significantly negative, cases are dispersed, 
suggesting strong spatial inhibition (unlikely in this context).



Example 2: Crime 
patterns

• Scenario: A police department is analyzing burglary 
reports across different districts.

• Application: Moran’s I helps determine if crime is 
clustered, random, or dispersed. Ripley’s K can be used 
to analyze clustering at different spatial scales.

• Interpretation:
• High Moran’s I → Crimes are clustered, possibly 
due to socioeconomic or environmental factors.
• Low Moran’s I → Crimes are randomly distributed, 
suggesting no significant spatial pattern.



How does the Moran’s I change here?

Image ref:
https://pro.arcgis.com/en/pro-app/latest/tool-reference/spatial-statistics/spatial-autocorrelation.htm

https://pro.arcgis.com/en/pro-app/latest/tool-reference/spatial-statistics/spatial-autocorrelation.htm


Local Spatial 
Autocorrelation



Global vs 
Local

Global
• Determines whether the overall spatial 

distribution is compatible with 
geographic random process

• Could uncover processes that generate 
associate between values

• Spillovers
• Contagion

• Could uncover data measurement 
errors

• They are primarily a single measure of 
the entire map

• Hard to find outliers
• Easier to establish global 

phenomenon

Local
• Focus on each 

observation and its 
surroundings

• These are scores, not 
summaries
• For example, Local 

Indicators of Spatial 
Association (LISAs)



Let’s start 
dissecting the 
Morgan’s I
• Above average leave voting
• Below average leave voting

and

• Above/Below average lag 
with neighbors



Local Moran’s I (A LISA Statistic)

• Where is the unusual concentration 
of values?

• Does this location belong to a 
statistically significant cluster?



Properties of Local Moran’s I

Negative and positive deviations from the mean are identically handled

Higher I amongst low deviations 
is less significant than higher I 
amongst high deviations

Conformance in extremes is more rare

An easy identifier for anomalies/clusters in the data



Examples of LISA usage

GEOGRAPHIC CLUSTERS OF 
POVERTY

CLUSTERS OF CONTAGIOUS 
DISEASES

AREAS OF PARTICULARLY 
HIGH/LOW ECONOMIC ACTIVITY



Interpreting 
LISAs

HH
- Hot spots

LL
- Cold Spots

LH 
- Doughnuts
- Low values 

surrounded by high 
values

HL
- Diamonds in the 
rough



Geti’s Local Statistic

• Gi statistic – excludes i

• G*
i statistic – includes I

• G statistics only allow identification 
of positive correlation
• Positive values – high values 

together
• Negative values – low values 

together



Use G and I 
together
• Moran’s cluster highlights all types 

of correlation
• Highly high values surrounded 

by high values (HH) or low 
values surrounded by low 
values (LL)

• Even flags outliers (LH, HL)

• G statistic informs of the hotspots 
and cool spots

• Consistently high/low values



Application to surfaces



Point pattern analysis

Image: https://techspace.hashnode.dev/visualizing-geospatial-data-using-kepler-gl



Point pattern?

• The pattern is more important than the point
• Measuring number of cars
• “When points are seen as events that could 

take place in several locations but only 
happen in a few of them, a collection of 
such events is called a point pattern.”

• Captures an underlying geographical process



Point pattern analysis

• What does the pattern look like?

• What is the nature of the distribution of points?

• Is there any structure in the way locations are 
arranged over space? That is, are events 
clustered? or are they dispersed?

• Why do events occur in those places and not in 
others?



Reminder: Probabilistic vs Statistical Thinking

Probabilistic
Frequentist

Bayesian

Statistical
Observe data to understand underlying 

processes that generate the data



The challenge

• The pattern is only a reflection of the process
• Use the pattern to uncover the process with limited visibility into 

patterns



EDA: Flickr photos in 
Japan

• Where do people take pictures? 
• When are those pictures taken? 
• Why do certain places attract many 
more photographers than others?



Analyze density

Hexbin
• More contiguous connectivity and 
uniform areas as compared to 
choropleths
• This is a point to surface 
transformation
• Discretizes a continuous 

phenomenon



Kernel Density 
Estimation

• A KDE lays a grid of points over the 
space of interest on which it places 
kernel functions that count points 
around them with a different weight 
based on the distance. 

• These counts are then aggregated to 
generate a global surface with 
probability

• Common kernel function – gaussian

• Plot using seaborn.kdeplot



Centrography

• Analysis of the location and 
dispersion of a 
phenomenon
• Centrography.mean_center
• Centrography.Euclidian_me

dian
• Centrography.ellipse



Measures from centrography



More bounds



Comparison with random data



Ripley’s G

• Finding distribution of nearest 
neighbors

• Rapidly increasing distance
• Clustered points

• Slowly increasing distance
• Dispersed points

The rapid rise in observed shows a clustered 
pattern



Ripley’s F

• Distance from random 
points in empty space to a 
point in the cluster

• A measure of dispersion 
for the data



Identifying cluster centers

DBSCAN : Density Based 
Spatial Clustering of 
Applications

Classify points into:
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